
Abstract. The reactivity of two significant classes of
organometallic compounds involved in electrochemical
processes, namely Co(II) N4-macrocycles and Ru/Os
polypyridyl complexes, toward the oxidation of two
different electron donor molecules (2-mercaptoethanol
and iodine) was investigated using first-principle theo-
retical methods. Two different descriptors, the donor-
acceptor intermolecular hardness and the electrophilicity
index, were considered for discriminating the relative
reactivity of the different species toward the same elec-
tron donor. All of the calculations were carried out using
a recent hybrid Hartree-Fock/Density Functional
approach (PBE0) and solvent effects were included using
a recent version of the polarisable continuum model
(C-PCM). The influences of the metal atom, of the
chemical environment, and of the medium on reactivity
were analysed and compared to the available experi-
mental data.
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Introduction

Electrochemistry is a wide branch of chemistry devoted to
the study of electron transfer or induced electron transfer
phenomena [1, 2, 3]. In principle, any electrochemical
reaction involves a ‘‘flow’’ (directed or mediated by other
chemical species) of electrons from a reducing agent to
and oxidising agent; in other words, the reduction of a
species and the oxidation of another. Electrochemical
reactions can be used to produce energy, as in the case of

photovoltaic devices [4], or to produce new species [5], or
they can be involved in important biochemical processes
[6]. Nevertheless, even if the basic phenomenon is rather
simple, the actual experimental conditions under which it
happens can be extremely tuneable and complex. For this
reason, in order to understand the electrochemical process
from first principles, and to eventually discover how it can
be tuned, a new branch of theoretical quantum chemistry
– theoretical electrochemistry – is developing [7, 8]. Its aim
is to understand the electron transfer phenomenon when
large molecular acceptor and donator species (such as the
one studied in this paper) react in complex chemical
environments (in solution and/or when adsorbed on
surface) far from the idealised condition of the gas phase.

More than for other reactions, these electrochemical
reactions strongly depend upon the environment since
the reduced and oxidised species can be differently
stabilised and so the overall reactivity can change dra-
matically. Therefore, any theoretical approach used to
model this type of reaction in a meaningful chemical
sense should be refined enough to correctly describe the
change induced by a single electron transfer in a real
chemical environment.

However, a full first-principles (ab initio) characteri-
sation of real electron transfer reactions, in particular of
their thermodynamics and kinetics, often remains unfea-
sible. One possible approach is to focus on the properties
of the single molecules involved (for instance the donor
and the acceptor in the electron transfer reaction), and try
to define a theoretically consistent index of their electron
donor and/or acceptor capability in gas phase and in
solution, instead of modelling the whole process.

In this context, the global descriptors of reactivity,
electronic chemical potential (l) and chemical hardness
(g) [9, 10, 11], represent a simple way of rationalizing the
different chemical behaviours of similar species. In par-
ticular, l characterizes the tendency of electrons to escape
from the equilibrium system, while g can be seen as a
resistance to electron transfer. These two entities are
global properties of the investigated systems and the

Contribution to the Jacopo Tomasi Honorary Issue

Correspondence to: C. Adamo
e-mail: adamo@ext.jussieu.fr

Regular article

Solvent effects on molecular reactivity descriptors: some test cases

Ilaria Ciofini, Sandrine Hazebroucq, Laurent Joubert, Carlo Adamo

Laboratoire d’Electrochimie et de Chimie Analytique, UMR 7575, ENSCP, 11 rue P. et M. Curie, 75231 Paris Cedex 05, France

Received: 20 January 2003 / Accepted: 30 April 2003 / Published online: 28 January 2004
� Springer-Verlag 2004

Theor Chem Acc (2004) 111:188–195
DOI 10.1007/s00214-003-0548-x



characterization of their profiles along a reaction coor-
dinate has been shown to be a useful way to study their
chemical reactivity [12, 13, 14, 15, 16, 17]. More recently,
Parr and co-workers [18] have introduced another index,
electrophilicity (x), as a convenient parameter to assess
the electrophilic power of an atom or a molecule. This
electrophilicity index can be defined in term of hardness
and chemical potential [18]. Although the environment
(the solvent) plays an important role in most of the reac-
tions, very few studies have been undertaken to under-
stand its effects on the reactivity descriptors [16, 17, 19].

From a more theoretical point of view, the hardness
and softness concepts receive a rigorous definition in
the framework of density functional theory (DFT),
allowing their non-empirical evaluation (see for
instance [12, 13]). The calculation of the hardness and
chemical potential requires an accurate evaluation of
the system ionisation energy and electron affinity. As
for other molecular properties, DFT is an invaluable
tool, provided that an adequate exchange-correlation
functional is used. A number of functionals based on
the generalised gradient approximation (GGA) have
been developed in the last few years [20, 21]. A class of
them introduces fitted parameters (to a set of experi-
mental data) while another class requires the fulfilment
of physical constraints [21]. In this contest, the Perdew-
Burke-Erzerhof (PBE) exchange-correlation functional
[22] is a peculiar approach since it contains no fitted
parameters. Nevertheless, the PBE generally provides
results at least comparable to those obtained with more
empirical functionals [23, 24]. The casting of PBE in a
hybrid model, where a predefined amount of Hartree-
Fock (HF) exchange is added self-consistently to the
DFT contribution [25, 26, 27], leads to an even more
accurate functional [25, 27, 28]. A number of tests have
shown that by using this hybrid model, the calculated
ionisation potentials, electronic affinities and a number
of other electronic properties are remarkably close to
experimental values [27, 29, 30].

In this work, we apply the PBE0 approach to corre-
late the reactivity of two different families of organo-
metallic compounds toward the oxidation of two
different electron donors.

The first family consists of a series of complexes of
cobalt(II) with N4-ligands (see Fig. 1), namely, Co(II)
porphyrin (CoP), Co(II) phthalocyanine (CoPc), Co(II)
teraphenylporphyrin (CoTPP), Co(II) tetra-
benzoporphyrin (CoTBP) and Co(II) tetraazaporphyrin
(CoTAP). These compounds are well-known as efficient
catalysts for oxidative degradation of various types of
pollutants and residual wastes [31, 32, 33, 34].

For a second example, we report the study of a class
of Ru and Os compounds, namely M(bpy)2L2 complexes
(M=Ru, Os, L=CN, SCN, bpy=2,2¢-bipyridine, see
Fig. 2), which are the main components of photo-
electrochemical cells that use dye sensitised semicon-
ductor [35, 36, 37, 38, 39, 40, 41].

Despite a large number of experimental studies, the
mechanism of the electrocatalytic processes involved in

both families is not yet fully understood. Theoretical
modelling could give some insights into the role of the
ligands, of the metal atom (such as Os vs. Ru) and of the

Fig. 1. Sketches of 2-mercaptoethanol and of the Co(II)-N4

systems considered in the present paper: Co(II) porphyrin (CoP),
Co(II) tetraphenylporphyrin (CoTPP), Co(II) tetrabenzoporphyrin
(CoTBP), Co(II) tetraazaporphyrin (CoTAP), Co(II) phthalocya-
nine (CoPc)

Fig. 2. Sketches of the Ru and Os complexes analysed
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chemical environment (the solution) on the observed
experimental behaviour.

The final aim of this work is to relate the experi-
mentally-observed differences in activity with the com-
puted reactivity indexes (electrophilicity, intermolecular
hardness) and to rationalise the different effects ruling
such behaviour. Furthermore, since solvent could
strongly modify the electronic properties of the systems,
solute-solvent interactions were taken into account by
introduction, into our Hamiltonian, of a continuum
solvation model [42].

Computational details

All calculations were carried out with our modified version of the
Gaussian 98 code [43], using a recent hybrid Kohn-Sham/Hartree-
Fock (KS/HF) model referred to as PBE0 [28]. This approach is
obtained casting the PBE exchange and correlation functional [22]
in a hybrid scheme HF/DFT, where the HF exchange ratio (1/4) is
fixed a priori [44].

All systems have been fully optimised at the PBE0 level, using
the CEP-121 pseudopotentials and the corresponding basis set for
the metal atoms, and the 6–31G(d) all-electron basis set for all of
the other atoms [45]. All of the details about the optimised struc-
tures have been reported elsewhere [46, 47].

A larger basis set has been used for the computations of the
reactivity descriptors, taking the 6–31+G(d,p) basis sets for the
lighter atoms and adding one p polarization function (exp=0.08)
to the CEP-121 basis for the metal atoms. Unrestricted calculations
were performed for the open-shell species.

Solvent effects were evaluated using the Polarizable Continuum
Model (PCM) [42]. In particular, optimised structures and solva-
tion energies have been computed by a cavity model, namely the
United Atoms Topological Model (UATM) [48], coupled to the
Conductor-like Polarizable Continuum Model (CPCM) [49]. This
approach provides results very close to those obtained by the ori-
ginal dielectric model for high dielectric constant solvents, but it is
significantly more effective in geometry optimisations, and less
prone to numerical errors arising from the small part of the solute
electron cloud lying outside the cavity (escaped charge effects) [49].
All CPCM calculations were performed in water.

The definition of the hardness (g) was given by Parr and
Pearson [9, 10] and a three-point finite difference approximation
leads to the following working definition:

g ¼ I � Að Þ ð1Þ
where I and A are the first vertical ionisation potential and electron
affinity of the neutral molecule, respectively. Analogously, the
electronic chemical potential (l) can be defined as:

l ¼ � 1

2
I þ Að Þ ð2Þ

Starting from these two quantities, the electrophilicity index (x)
was defined by Parr and co-workers [18] as:

x ¼ l2

2g
ð3Þ

This expression may be regarded as a quantitative formulation
of the model of Maynard et al., that introduced the concept of
‘‘electrophilicity power’’ of a ligand as a measure of its electron
saturation [50].

Subsequently, the donor-acceptor intermolecular hardness
(gDA) can be defined as:

gDA ¼ ID � AAð Þ ð4Þ

where AA is the electron affinity of the acceptor A (A here is the
macrocyclic complex) and ID is the vertical ionisation energy of the
donor molecule D (D here is 2-mercaptoethanol or iodine) [51, 52].
This index compactly states the classical principle of electron
transfer reaction, that the ‘‘transfer of electrons from D to A is
faster the closer in energy the highest occupied molecular orbital
(HOMO) of D is to the lowest unoccupied molecular orbital
(LUMO) of A’’ [53]. It is important to mention that gDA represents
the hardness of the initial system (A+D) by considering the iso-
lated acceptor and the donor species when the charge transfer has
still not occurred, and therefore gives a general idea on their
reactivity. Nevertheless, the intermolecular hardness as a reactivity
index has been successfully used for the study of intermolecular
charge transfer reactions of electrochemical interest (see for
instance [54]). The extension of these indexes (x, g) to the study of
reactions involving open shell systems (like those considered here)
is straightforward (see for instance [10, 12, 13]). Since Koopmans’
theorem cannot be used unambiguously within the DFT frame-
work, we have calculated the ionisation potentials and the electron
affinities as the differences between the energies of the reference
molecule (N electron system) and the corresponding N+1 or N)1
electron systems, at the geometry of the reference species. All of
these latter calculations (the evaluations of the energies of the N,
N+1 and N)1 electron systems) have been carried out with the
6-311+G(d,p) basis set for light atoms and the polarized CEP-
121G basis for metal atoms.

Results and discussion

Theelectronicstructureandallof theproperties thatcanbe
derivedfromit(suchasdensity,charges,electronicpopula-
tions,ionisationpotentials,electronaffinities,andsoon)fully
characterize an isolated chemical systembut only partially
define its reactivity. Some simple symmetry rules, or more
involved theories basedmainly on the shapeof the frontier
orbitals,werederivedtobettermodelchemicalreactivityata
relativelylowcomputationalcost(seeforexample[55]).

Within the framework of DFT, a more rigorous and
chemically meaningful tool can be used to describe and
interpret the selectivity of electron transfer reactions: the
so-called reactivity descriptors or indexes [56]. These
descriptors can be divided in two main classes: local and
global indexes. The first class includes, for instance, the
Fukui functions (see for instance [55]). These properties
are highly desirable for establishing a reactivity-oriented
description of molecular systems and, in particular, of
different sites within a given molecule. On the other
hand, global indexes, as hardness and softness [10], are
characteristic of a system as a whole, and are therefore
more suitable for comparison within families of similar
molecules, as with those reported in the present paper.
Among these latter indexes, the electrophilicity, x, is an
‘‘intramolecular’’ parameter, depending only on the
electronic characteristic of the acceptor species, while the
hardness, gDA, being defined on the acceptor and donor
properties, is an ‘‘intermolecular’’ parameter. Therefore
these two indexes together should give a complete pic-
ture of the electron transfer process.

N4 complexes

The Co(II)-N4 complexes were reported as efficient cat-
alysts for the electrochemical oxidation of thiols [32, 33,
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34]. In particular, modified electrodes coated with
adsorbed or electropolymerised films made from these
complexes have been extensively developed, as they act
as electrocatalysts by lowering the overpotential of oxi-
dation or reduction of the target molecules [34, 57].
Studies related to the electro-oxidation of thiols have
shown that the catalytic activity of the adsorbed
phthalocyanine-coated electrodes strongly depends on
the nature of the central metal, with cobalt derivatives
giving the best results [34]. More recent studies have
extended the use of electropolymerized cobalt porphyrin
film-coated electrodes to the electrocatalysis of the oxi-
dation of thiols [58]. The cobalt porphyrin-modified
electrode possesses a potential electrocatalytic activity
for 2-mercaptoethanol electro-oxidation, but its activity
is significantly lower than that of the phthalocyanine-
based one. The reasons for the different chemical
behaviours are still unclear. Here we have analysed five
different complexes (CoP, CoPc, CoTPP, CoTBP and
CoTAP, Fig. 1) to get a deeper theoretical understand-
ing of reactivity.

Since x quantifies the tendency of a molecule to
‘‘soak up’’ electrons, the higher it is, the greater the
ability of the system to attract an electron from a generic
donor molecule. The calculated values for the electro-
philicity index (x) for all of the five Co(II)-N4 com-
pounds in their optimised geometries are reported in
Table 1. All of the complexes show comparable x val-
ues, ranging from 2.0 (CoTAP) to 1.3 eV (CoTPP) but
CoTAP has a x value significantly higher than those for
corresponding porphyrins (CoP and CoTPP). This is
due to the electron-withdrawing effect of the additional
nitrogen atoms in TAP. In contrast, CoPc and CoTBP
have similar x values, underlining the main role played
by the benzene rings in storing electrons. Solvent
strongly affects the magnitude of the calculated elec-
trophilicities, but does not significantly alter the overall
trend. In fact, in going from the gas phase to aqueous
solution, CoTAP still has the highest x value (3.6 eV)
and CoTPP the lowest one (2.6 eV). The magnitude
variations observed when going from gas to condensed
phase are related to a strong change of the chemical
hardness that significantly decreases from gas-phase to
solution, while the chemical potential is much less
affected [19]. This behaviour is due to the strong sta-
bilisation of the cationic and anionic species in solution,
which in turn rules the calculated I and A values: the first

property decreases in going from gas-phase to solution,
while the second increases. As a consequence the hard-
ness augments due to the prevalence of the A term, while
the chemical potential is less affected due to the opposite
behaviour of the two quantities.

The computed electrophilicity indexes suggest that
aza-porphyrins can accept electrons from a generic
electron-donor more easily than the corresponding
porphyrins and, consequently, they are predicted to be
more active in the oxidation reaction of 2-mercapto-
ethanol. This trend is significantly enhanced by the
interactions with a polar solvent such as water.

To explicitly take into account the role of the donor
molecule in the electron transfer process we have to
consider the intermolecular donor-acceptor hardness
(gDA), as defined by Eq. 4. The gDA values for the whole
series of N4 macrocycles are plotted in Fig. 3. We recall
that the smaller the value for the hardness, the greater
are the interactions between donor and acceptor species,
since this corresponds to a small energy gap between the
donor HOMO orbital and the LUMO of acceptor.
From the analysis of our gas phase values we can
observe that the porphyrin-like macrocycles (CoP,
CoTBP, and CoTPP) are predicted to be the most
reactive species towards 2-mercaptoethanol, all showing
similar gDA (about 2.4 eV). Higher hardness values are
found for the aza-compounds, CoPc and CoTAP, (3.0
and 3.2 eV, respectively) predicted to be less reactive,
contrary to our gas phase results obtained by consider-
ing the electrophilicity index (x). This result can be
rationalised in terms of the relative energies of the donor
and acceptor orbitals. In fact, the electron-withdrawing
substituent (the additional nitrogen atom in aza-por-
phyrins) of the macrocycles significantly stabilises the
SOMO, whereas the contrary is true for the electron-
donating substituent (the methylene group). Since the
HOMO of the thiol is quite high in energy, CoTAP and
CoPc show greater hardness [47].

Solvent has a drastic effect on the intermolecular
hardness. The gDA for CoP and CoTBP change from 2.4
to 3.2 eV in going from gas-phase to aqueous solution,
and more interestingly, similar variations, but in the
opposite directions, can be found for the aza-com-
pounds. It is also noteworthy that CoTAP is predicted
to be slightly more reactive than CoPc (2.4 vs. 2.6 eV).

Two main effects are responsible for these results.
First of all, the anion of 2-mercaptoethanol, being a
charged species, is strongly stabilised by the solvent and
the energy of its HOMO significantly drops. At the same
time, aza-porphyrins are more polarisable than por-
phyrins (having higher dipole moments), so that they
strongly experience the reaction field generated by the
continuum. The net effect is a complete inversion of the
prediction in going from the gas-phase to the aqueous
solution.

In summary, the two reactivity indexes (x and gAD)
provide complementary information about the reactivity
of the different species. In fact, both indexes point out
that in solvent aza-porphyrins are more reactive than the

Table 1. Electrophilicity index (x, eV) of the Co(II)-N4 systems.
The values have been calculated both in the gas-phase and in
aqueous solution at the corresponding optimised geometries

Molecule Gas-phase Solution

CoTAP 2.0 3.6
CoP 1.5 2.7
CoTPP 1.3 2.6
CoPc 1.8 3.2
CoTBP 2.0 3.1
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corresponding porphyrins, due to the presence of the
electronegative (and more polarisable) nitrogen atoms in
the inner ring. Nevertheless, the electrophilicity index
alone does not allow for unambiguous discrimination
between the different species. At the same time, bulk
solvent effects control to some extent the reactivity of
such species, even in the absence of any specific solute-
solvent interactions. Recently some experimental inves-
tigations on the reaction kinetics of the electrocatalytic
oxidation of 2-mercaptoethanol (2-ME) by adsorbed
CoTPP and CoPc on vitreous carbon electrode in
aqueous solution were carried out [47]. A good corre-
lation between the measured apparent rate constant (k,
in log scale) and the chemical hardness gDA (computed
taking into account bulk solvent effects) was found [47],
underlining the possibility of using this index to predict
reactivity.

Ru and Os complexes

The Ru and Os polypyridyl complexes used for the
second test case are one of the main components of
photoelectrochemical cells that use dye sensitised semi-
conductors [36, 37]. These cells consist of a dye, present
as a monolayer at the interface between a semiconductor
surface (usually mesoporous TiO2) and an electrolyte
containing a redox pair. In such systems, photons are
absorbed by the dye, and the excited electron is injected
very quickly into the semiconductor while the dye is
regenerated by a redox pair such as I)/I3

). Working
principles of these devices have been exposed in many
articles and reviews [38]. The peculiar molecular prop-
erties of the dyes, and the possibilities of related tech-
nological applications, are, among others directly related
to a fast and efficient regeneration of the dye cation after
the electron injection; that is an efficient reduction of the

dye cation from the iodine in solution. This last point is
of crucial importance for a high rate of light-to-electric
energy conversion [36, 38].

Here we have focused on the Ru and Os poly-
pyridyl complexes cis-M(bpy)2(NCS)2 and cis-
M(bpy)2(CN)2, which have attracted much interest due
to their extremely high light-to-energy conversion (up
to 15%) [38, 39, 40]. The calculated values of the
electrophilicity indexes for four such complexes are
reported in Table 2. Since we are interested in the
regeneration of the dye after electron injection, these
descriptors have been computed only for the cationic
species.

All of the polypyridyl complexes show comparable x
values in the gas phase, ranging from 6.9 ([cis-Os
(bpy)2(CN)2]

+) to 7.6 eV ([cis-Os(bpy)2(NCS)2]
+), sug-

gesting similar behaviour toward reduction. The general
trend is preserved in going from the gas-phase to aque-
ous solution, [cis-Os(bpy)2(NCS)2]

+ still having the
highest x value (9.2 eV) and [cis-Os(bpy)2(CN)2]

+ the
lowest (7.4 eV). Nevertheless, the two thiocyanide
compounds have much larger x than the corresponding
cyanides, so they should have a greater electron-
accepting ability. This fact reflects the greater polaris-
ability of the SCN group with respect to CN. As in the
case of Co(II)-N4 complexes, the variations observed in

Fig. 3. Plots of the inter-
molecular donor-acceptor
hardness (gAD, eV) in the gas-
phase and in aqueous solution
for the five Co(II)-N4 systems.
See Fig. 1 caption for the
acronyms

Table 2. Electrophilicity index (x, eV) of the Ru/Os complexes.
The values have been calculated both in the gas-phase and in
aqueous solution at the corresponding optimised geometries

Molecule Gas-phase Solution

RuNCS 7.2 8.8
RuCN 7.1 7.7
OsNCS 7.6 9.2
OsCN 6.9 7.4
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condensed phase are related to a strong change in
the chemical hardness, the chemical potential being
practically unaffected when going from gas-phase to
solution [19].

Furthermore, on the basis of our calculations, the Os
compounds should be as active as the corresponding Ru
derivatives. While this last trend is experimentally
observed, the CN derivatives are regenerated faster than
the SCN ones after irradiation. This fact suggests a
greater capacity as electron acceptors [5] of the CN
complexes, contrary to our predictions based on the
electrophilicity index.

Once again, to better understand the reasons for this
discrepancy, we have analysed the electron transfer
process in terms of the intermolecular donor-acceptor
hardness (gDA) computed in gas-phase and in solution,
when the donor is the I) anion and the acceptors are the
Ru or Os complexes. The gDA values for the whole series
of polypyridyl systems are plotted in Fig. 4. The striking
feature of Fig. 4 concerns the negative values of all gas-
phase gDA, the data ranging between –3.6 and –3.2 eV.
These results indicate that, in the gas-phase, the reac-
tivity is largely dominated by the electron affinity of the
acceptor molecules (the polypyridyl complexes). We can
also observe that the CN complexes are predicted to be
the most reactive species, all showing similar gDA (about
)3.5 eV). Higher hardness values are instead found for
the thiocyanide species (about –3.2 eV). The rationali-
sation in terms of the energy of the empty frontier
orbital of the acceptor species is straightforward: the
LUMO orbital of the cationic species containing SCN
has partial metal-ligand antibonding character and
therefore lies higher in energy than the corresponding
orbital of the cyanide complexes. As a consequence, the
electron affinity is lower for the first species than for the
second one.

Solvent has a drastic effect on the hardness, inducing
a significant increase in all computed values (Fig. 4). In
particular, the gDA for the cyanide species rises from
about )3.5 eV to about 0.1 eV for the Ru complex and
to 0.3 eV for the Os compound in going from the gas-
phase to aqueous solution. An even more drastic effect
has been found for cyanide systems, the increase being of
about 3.9 eV.

The changes in gAD observed when going from gas-
phase to solution can be rationalised in a similar way as
done for Co(II)-N4 complexes: a stabilisation of the
iodine HOMO and a larger polarisability of cyanide
with respect to thiocyanide.

On the other hand, in contrast to the behaviour
found for the two N4-complexes, the trend in going from
the gas-phase to the solution is preserved, even if a sig-
nificant increase of gAD has been found. The differences
between cyanide and thiocyanide complexes containing
the same metal atom are nevertheless increased. It is
interesting to note that the electron withdrawing groups
(SCN), although decreasing the electron density on the
metal centre, also contribute to increasing the gap
between the energy of the LUMO of the acceptor and
the HOMO of the donor, reducing the reactivity
(increasing gDA).

The reactivity of the complexes with I) predicted
from the computed intermolecular hardness is in agree-
ment with the experimental data (RuCN>OsCN>
RuNCS>OsNCS) [39, 40]. However, in the case of cis-
Os(bpy)2(NCS)2, a particularly low reaction rate was
experimentally found, while the computed gDA is not
very different from that of the corresponding Ru com-
plex (0.23 eV). Furthermore, other experiments carried
out on the cyanide complexes [39] found a sluggish
reaction rate with the cis-Os(bpy)2(CN)2 complex,
in contrast to more recent results [41]. These latter

Fig. 4. Plots of the inter-
molecular donor-acceptor
hardness (gAD, eV) in the gas-
phase and in aqueous solution
for the Ru/Os systems. In the
plot OsCN stands for Os(bpy)2
(CN)2, RuCN for Ru(bpy)2
(CN)2, OsNCS for
Os(bpy)2(CN)2 and RuNCS for
Ru(bpy)2(NCS)2
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contradictory experimental results suggest that addi-
tional experimental parameters (TiO2 band edge posi-
tion, dye adsorption, and so on) may strongly affect the
measured reaction rates.

Conclusions

In this paper, a recent DFT method (the PBE0 model)
was applied to analyse the reactivity of two different
classes of electrochemically interesting compounds,
namely the Co(II)-N4 complexes and some Ru(II)/Os(II)
polypyridyl complexes. Intermolecular hardness and
electrophilicity indexes have been used to investigate
their reactivity towards electron donors such as 2-mer-
captoethanol and iodine, both in the gas-phase and in
aqueous solution.

Our results suggest that the electrophilicity index
alone cannot be used to discern the reactivity of an
acceptor towards a specific donor, and that the inter-
molecular hardness should also be taken into account.

Furthermore, the effect of the solvent is extremely
important for these reactions that involve charged and
polarisable species. The CPCM model, although taking
into account only non-specific solute-solvent interaction,
has been demonstrated to correctly reproduce the bulk
effects.

Finally, the main result of this study is that reactivity
indexes can be considered as reliable tools in the pre-
diction of the reactivity trends, provided that a realistic
electronic simulation, including environmental (solvent)
interactions is performed.
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